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ABSTRACT
With the growing use of DevOps tools and frameworks, there is an
increased need for tools and techniques that support more than code.

The current state-of-the-art in static developer assistance for tools
like Docker is limited to shallow syntactic validation. We identify
three core challenges in the realm of learning from, understanding
and supporting developers writing DevOps artifacts: (i) nested
lang
of semantic rule-|
introduce a toolset, binnacle, that enabled us to ingest

ages in DevOps artifacts, (i) rule mining, and (iii) the lack

ased analysis. To address these challenges we
900,

GitHub repositories
Focusing on Docker, we extracted approximately 1
ind also identified a Gold Set of Docke:
Docker experts. We addressed challenge (i) by reducing the numb,
of effectively uninterpretable nodes in our ASTs by over 80%

000 unique

Dockerfiles, fles written by

i
a technique we call phased parsing. To address challenge (ii), we

1 a novel rul g capable of recovering
this

e able to recover 16 new rules that were

two-thirds of the rules in a benchmark we curated. Throu
automated mining, we w
not found during manual rule collection. To address challenge (iii).
we manually col
the files in the Gold Set. These rules encapsulate best practices, avoid

ected a set of rules for Dockerfiles from commits to

docker build failures, and improve image size and build latency.
We created an analyzer that used these rules, and found that, on

average, Dockerfiles on GitHub violated the rules five times more
frequently than the Dockerfiles in our Gold Set. We also found
that industrial Dockerfiles fared no better than those sourced from
GitHub.

The learned rules and analyzer in binnacle can be used to aid
dev

fashion to identify issues in, and to improve, existing Dockerfiles

elopess in the IDE when creating Dockerfiles, and in a post-hoc
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1 INTRODUCTION

With the continued growth and rapid iteration of software, an
increasing amount of attention is being placed on services and
infrastructure to enable developers to test, deploy, and scale their
applications quickly. This situation has given rise to the practice of
DevOps, a blend of the words Development and Operations, which
seeks to build a bridge between both practices, including deploy-
ing, managing, and supporting a software system [23]. Bass ef al.
define DevOps as, the “set of practices intended to reduce the time
between committing a change to a system and the change being
placed into normal production, while ensuring high quality” [11]
DevOps activities include building, testing, packaging, releasing,

configuring, and monitoring software. To aid developers in these
processes, tools such as TravisCl [9], CircleCl [1], Dockes [2], and
Kubernetes [6], have become an integral part of the daily workflow
of thousands of developers. Much has been written about DevOps
(see, for example, [16] and [22]) and various practices of DevOps
, 31, 31-33, 40)
us and rapidly evolving land-
x-

have been studied extensively [20, 2
DevOps tools exist in a heter

grow in scale and co

increase in complexity can be
seen in the input formats of DevOps tools: many tools, like Docker
[1]. Jenkins [4], and Terraform [8], have custom DSLs to describe
their input formats. We refer to such input files as DevOps artifacts
ted

ve

Historically, DevOps artifacts have been somewhat neg
in terms of industrial and academic research (though they b
ars [25]). Th
code, and therefore out of the re;
mining and analysis, but at the same time, these artifacts are com-

v are not “traditional”

received interest in recent y

of various efforts in automatic

plex Our discussions with developers tasked with working on these
artifacts indicate that they learn just enough to “get the job done”
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ABSTRACT Dockerfile plays an important role in the
many Dockerfile codes are infected with smells in prag
smells in open-source software can benefit the practice ¢
this paper, we perform an empirical study on a large datd
insights into the occurrence of Dockerfile smells, inclug
correlation with project characteristics. Our results show
and there exists co-occurrence between different types of
analysis, when controlled for various variables, we sti
between Dockerfile smells occurrence and project chi
implications for software practitioners.
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I. INTRODUCTION

“There are over one million Dockerfil
not all Dockerfiles are created equall,

on GitHub today, b
— Tibor Vass'

Docker?, as one of the most popular containerization tool
enables the encapsulation of software packages into co
tainers [1]. Docker allows packaging an application with |
dependencies and exccution environment into a standag
ized, sclf-contained unit, which can be used for softwa
development and to run the application on any system [1
Since inception in 2013, Docker containers have gainf
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Abstract—Docker is i iquif with

for ping an i lications. Previous studies have
analyzed Dockerfiles that are used to create container images in
order to better understand how to improve Docker tooling. These
studies obtain Dockerfiles using either Docker Hub or Github.
In this paper, we revisit the findings of previous studies using
the largest set of Dockerfiles known to date with over 9.4 million
unique Dockerfiles found in the World of Code infrastructure
spanning from 2013-2020. We contribute a historical view of the
Dockerfile format by analyzing the Docker engine changelogs and
use the history to enhance our analysis of Dockerfiles. We also
reconfirm previous findings of a downward trend in using OS
images and an upward trend of using language images. As well,
we reconfirm that Dockerfile smell counts are slightly decreasing
meaning that Dockerfile authors are likely getting better at
following best practices. Based on these findings, it indicates that
previous analyses from prior works have been correct in many
of their findings and their suggestions to build better tools for
Docker image creation are further substantiated.

Index Terms—Git, GitHub, Docker

I. INTRODUCTION

Docker, a tool for creating and running programs in con-
tainers consistently across platforms, was initially released
to the public on March 20, 2013 [1], [2]. Ever since its
release, Docker has amassed a considerable following with
2.9 million desktop installations and 7 million Docker Hub
users as reported in July 2020 [3].

The use of container software such as Docker has made ap-
plications easier to deploy, scale, and migrate across platforms.
Furthermore, it has also made development setup simpler
by reducing the amount of time needed to configure an
appropriate environment by bundling the needed configuration
instructions in a Dockerfile which can then be used to create
images for containers.

Because of the proliferation of Docker, this paper seeks
to replicate and elaborate on previous studies on Dockerfile
usage using the largest Dockerfile dataset [4] known to date.
This paper has findings, using data between 2013-2020, that
include:

Discovering that 7.99% of Dockerfiles exist in more than
one distinct repository

Most repositories overall contain up to 6 Dockerfiles
Confirmation of previous findings such as JavaScript
being the most popular language of projects that contain
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Dockerfiles [5], [6] (2016, 2020) and RUN being the most
popular Dockerfile instruction [5]
II. PREVIOUS WORK

In previous work, large collections of Dockerfiles have been
mined from Github and Docker Hub to better understand
Docker use in repositories and to gather insights on popularity,
quality, and possible ways to improve Docker usage.

Mining Github: Cito et al. [5] (2016) focused on analyzing
over 70,000 Dockerfiles in Github within commits up until
October 2016 finding that: most Dockerfiles use heavy-weight
operating systems as a base image; the biggest quality issue of
Dockerfiles is missing version pinning of images; and Dock-
erfiles are not revised often. In another study by Wu et al. [7]
(2020), 6334 projects were selected from Github and analyzed
for Dockerfile smells finding that: 62% of projects selected
have code smells; newer and popular projects have less code
smells; and projects with different languages have discernible
differences in the amount of smells. Also of note is Henkel et
al. [8] who retrieved approximately 178,000 Dockerfiles from
Github to test with rules mined from the Dockerfiles of official
Docker images and found that there should be more tooling
to support developers using Dockerfiles.

Mining Docker Hub: Lin et al. [6] (2020) scraped Docker
Hub and its related GitHub and Bitbucket repositories re-
trieving 434,304 Dockerfiles up until May 2020. They sought
to better understand the Docker ecosystem through Docker
Hub. They concluded that: for base images more programming
runtime images and ready-to-use application images are being
used instead of OS images; there is a declining trend over
the years in Dockerfile smells; and there is an upward trend
of using end of life Ubuntu base images. Additionally, Zhang
et al. [9], [10] selected 2840 projects from Docker Hub to
identify evolutionary patterns of Dockerfiles and its impact on
Dockerfile quality and image build latency. It should be noted
that mining from Docker Hub may not be representative of all
Docker usage as users do not have to push images to Docker
Hub to use Docker and can choose to build and host images
locally or in a private repository.

A. Challenges in Previous Work

All of the above previous work focuses on Docker use in
a project based perspective and involves mining Dockerfiles

Eng et. al 2021

Dockerfile smells

)&
GEV

What about quality?



A Study of Security Vuln(

Rui Shu, Xiaohui G
North Carolina
Raleigh, North

{rshu, xgu, whe

ABSTRACT

physi
nal virtual ma

n of the Docker
of official and

ages sate a
sis (DIVA) fram
and analy

t been up
s commonly
find

i and

1. INTRODUCTION

er abstraction

for run ple appli

vide s (H
pa

Similar to em virtualizatior

lated runtir and

an applicat

deploy many instances o

Containers wrap system
needed to support the targ

ing

T 2017 ACM. ISBN 078-1-4503-4523- 1/1703 . $15.00

‘dx.doi. 10.1145/3029806.3029832

Shu et. al 2017

;

2020 |IEEE/ACM 17th International Conference on Mining Software Repositories (MSR)

An Empirical Study of Build Failures in the Docker Context

Yiwen Wu*
National University of Defense Technology, China
wuyiwenl4@nudt.edu.cn

Tao Wang
National University of Defense Technology, China
taowang2005@nudt.edu.cn
ABSTRACT
Docker containers have become the de-facto
Docker bui
into troubl,

the rate at zations fail. However, little
is known about the frequency and fix effort of failures that occur

ndustry standard
s often break, and a large amount o

efforts are put

broken builds. Prior studies have evaluated

n large orga

in Docker builds of open-source projects. This paper provides a

first attempt to present a preliminary study on 8! 6 Docker

builds from ojects hosted on GitHub, Using

828 open-source

the Docker build data, we measure the frequency of broken builds

ion of

and report their fix time.
Docker build failures acros:

urthermore, we explore the evolut
s time. Our findings help to characterize

and understand Docker build failures and motivate the need for
rical evidence.

collecting more en

KEYWORDS

Docker, Build failure, Open-source

d Huain
n the Docker Context. In

n Wan

are Repositories (MSR

f Korea. New York, NY

ACH A.5 pages. b
1145/3379597.3387483

'RODUCTION
Docker is one of the most popular containerization tools in current

DevOps practice. It enables the encapsulation of software packages

into containers and can run on any system [1]. Since inception in
13, Docker containers have been downloaded 130B+ times’. The

"Annual Container Adoption” report® found that 79% of companies
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g products to
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mpact of build failures have

2], and Continuous Integration (CI) builds [4, 9, 11]
However, to the best of our knowledge, little is known about the

re frequency and fix effort of builds in the Docker context

To fill the gap in understandi
frequency, fix rt, and their evolution), we present an empirical
study o 086 Docker builds from 3,828 GitHub op
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Docker build failures (including
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Questions (RQs) in this paper

« RQ1: (Frequency) How often do Docker builds fail? We find
that the overall b

failure rate in the Docker context is 17.8%

e at least
ted with a
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one broken build. Frequer
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RQ2: (Fix effort) How long does it take to fix Docker build
failures? Broken Docker builds have a median fix time of 44.2

.

our study context. F

each Docker project, more

uild failures are related to longer fix time.
RQ3: (Evolution) How do failures frequency and fix effort
evolve across time? Overall, the failure rate and fix time of

.

Docker builds fluctuate and gradually increase across time.

zed as follows

Paper organization. The rest of this paper is org;
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sults. Section 4 outlines the res da and Section 5 discusses
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the threats to validity. Finally, Section 6 concludes the paper

2 STUDY SETUP
Figure 1 gives an overview of our study. Based on the RQs, we

collect the Docker build data from thousands of selected GitHub
projects, ar :

erform quantitative studies on

Data sources. Our data collection invol '
sources: (1) GitHub data, ie., projects, using the Google BigQuery*
and (2) Docker Hub data, ie., Docker builds, using the Docker

Hub

g two types of
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What we can do to improve
the quality of Dockerfiles?
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Step 1:
Improving quality by fixing

Dockerfile smells




Step 1:
Improving quality by fixing

Dockerfile smells

@ Code smells are not the only factor
measuring quality
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Step 2:
Quality Features impacting on the adoption

of a Docker image

What are the quality aspects of a Docker
image (and its Dockerfile)?

How do developers perceive them?



Step 3:
Quality-Aware Generation of Dockerfiles and

Docker images

Quality-aware generation of Dockerfiles and
images using a quality model

A How to intercept developers’ preferences?
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Improving quality by fixing

Dockerfile smells

next?

A It is not clear what smells are relevant
to be fixed
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Quality Features impacting on the adoption

of adoption of a Docker image

What are the quality aspects of a Docker
image (and its Dockerfile)?

. Step 3:
? . .
How do developers perceive them Quality-Aware Generation of Docker
Artifacts

Quality-aware generation of Dockerfiles and
images using a quality model

A\ How to intercept developers’ preferences?
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A It is not clear what smells are relevant
to be fixed

Step 2:

Quality Features impacting on the adoption .
Quality score

of adoption of a Docker image

What are the quality aspects of a Docker
image (and its Dockerfile)?

. Step 3:
? . .
How do developers perceive them Quality-Aware Generation of Docker

Artifacts
More work

Quality-aware generation of Dockerfiles and Il I I S .

images using a quality model | S n e e d e d
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