
Automatizzare la documentazione 
di codice legacy con IA Generativa

Speaker: 

Giovanni Rosa, PhD 

AI Engineer (R&D) 
@Technology Reply

giovannirosa.com

gio.rosa@reply.it

ITOUG
ITALIAN ORACLE USER GROUP

ITOUG TECH DAY MILANO
MILANO 24 OTTOBRE 2024 | 24TH OCT 2024



November 
2022



ChatGPT



Chat Assistant
powered by GenAI









User

call “Generate an image logo for the 
Italian Oracle User Group 2024 event 

hosted by Oracle in Milan city”



Generative AI
model

create
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Oracle AI Services
Source: blogs.oracle.com



Oracle AI Services
Source: blogs.oracle.com

Inference API (pay-per-use)

Dedicated instances

Fine-tune models



Oracle AI Services
Source: blogs.oracle.com

Local SLM - no GPU!

Vector store

AutoML

Inference API (pay-per-use)

Dedicated instances

Fine-tune models



What is 

Generative AI



Artificial Intelligence

Machine Learning

Deep Learning

GenAI

Intelligent autonomous 
machines

Pattern recongition
Learn general patterns 

form data

Neural Networks
Learn general patterns in 

unstructured data

Generative AI
Learn to understand and create the data

(es. natural language)



Large 
Language 
Model

LLM



How does a language model work?

A trained language model can generate…

Source: medium.com 

A trained language model can generate coherent…
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P TG

Generative Pre-trained
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Pre-training

How to train a «Large» Language Model?

Learn
language structure

and knowledge
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Learn 
how to chat

Pre-training Instruction
Fine-tuning

How to train a «Large» Language Model?

Learn
language structure

and knowledge



Pre-training Large Language Models

GPT-4
Est. train size

650 km
Line of library shelves



Pre-training Large Language Models

GPT-4
Est. train size

650 km
Line of library shelves Campobasso, Molise

Como

From: it.distance.to



TG

Generative

P

Transformers

650 km

Sources: Sudipto Baul - medium.com 

Pre-trained



User
Response

LLM

Parameters Generate

Prompt
(w/ a limited
context window)

How to instruct LLMs ?

Model
knowledge



How does a language model work?

… [generate] [unbelievable] [textual] [sentences]

un            believ            able1 word ≈ 2-3 tokens

Source: medium.com 



OCI Generative AI Playground

Prompt

Parameters



Temperature
controls randomness and creativity

Source: pub.towardsai.net

More randomLess random

1



1 Temperature

Temperature = 1



1 Temperature

Temperature = 0



Prompting example:
User review classification



Step 0: System Prompt

SYSTEM

You are an advanced NLP classification model.

Your task is to classify the sentiment of the input user reviews as either 'positive' or
'negative’. The reviews are referring to products of an e-commerce platform.

Return as a response *ONLY ONE* of the following strings:
- "Positive", for positive sentiment;
- "Negative", for negative sentiment.

Prompting example1



Step 1: User Instructions

2

SYSTEM

You are an advanced NLP classification model.

Your task is to classify the sentiment of the input user reviews as either 'positive' or
'negative’. The reviews are referring to products of an e-commerce platform.

Return as a response *ONLY ONE* of the following strings:
- "Positive", for positive sentiment;
- "Negative", for negative sentiment.

USER

Il servizio clienti non funziona. Ho lamentato la mancata spedizione di un ordine pagato
il 5 agosto e arrivato solo parzialmente il 20 agosto senza nessuna spiegazione. Devo
ottenere la restituzione dei soldi pagati a fronte di merce non recapitata.

Prompting example



Step 2: Model Response

3

USER

Il servizio clienti non funziona. Ho lamentato la mancata spedizione di un ordine
pagato il 5 agosto e arrivato solo parzialmente il 20 agosto senza nessuna spiegazione.
Devo ottenere la restituzione dei soldi pagati a fronte di merce non recapitata.

ASSISTANT

Negative

Prompting example



Prompt
Engineering
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More at: www.promptingguide.ai



How to write a good prompt?

SYSTEM

You are an advanced NLP classification model.

# Task
Your task is to classify the sentiment of the input movie reviews as
either 'positive' or 'negative’.

# Output format
Return as a response *ONLY ONE* of the following strings:
- "Positive", for positive sentiment;
- "Negative", for negative sentiment.

Role

Task 
description

Desired
Output Gives more relevance

Section delimiters



Beware of 
Hallucinations!

Source: superannotate.com

Ambiguous prompt

Anomalies in training data

Outdated model knowledge



GenAI
Use Cases



GenAI use cases

Workload 
Assistants

Data Transformation

Natural Language
Interfaces

Atonomous 
Agent

Complexity

V
al

u
e



1



Coding Assistants2

Code Assistant



From -22% 
to -55%
Time to task

2

Paradis et al. 2024

Source: github.blog



Hou et al. 2023-

Yang et al. 2024-

Nam et al. 2024

Code generation

Code understanding

Requirements engineering

Bug-fixing

… and more



Legacy Systems



Legacy Systems

Old system or application 
that is still in use

Business-critical for the 
company

By Bing DALL-E 3



Driver for legacy system modernization

Difficult to extend to new 
business requirements

Proneness to quality 
and reliability issues

Higher
maintenance costs 



Set a perimeter

Extract system knowledge 
and business logic

Re-engineering

Validation4

Modernizing Legacy Code



Extract system knowledge 
and business logic

Modernizing Legacy Code

Set a perimeter

Re-engineering

Validation4

Extracting the encapsulated 

system and business knowledge

is hard



Extract system knowledge 
and business logic

Modernizing Legacy Code

Re-engineering

Validation4

GenAI can help!

Set a perimeter

Extracting the encapsulated 

system and business knowledge

is hard



Sun et al. ICSE 2025-

LLM-based

Code Summarization 

Extract business logic 
and code knowledge



This code is designed to check the validity of

a number using the Luhn algorithm, which is

a simple method often used to verify credit

card numbers.

It processes the number provided and

computes a check digit, ensuring that the

number is correctly formatted for purposes

like fraud prevention.

Code Summarization: Example

SYS PROMPT:

You are a code documentation assistant.
Explain in a few words the purpose of the input code 
snippet for a non-technical person.

+

=



How to summarize complex codebases ?

Source: gmamaladze.wordpress.com



Select input
sources

Summarizing a complex codebase

1



Select input
sources

Extract sources
structure and 
dependencies

Summarizing a complex codebase

21



Generate natural 
language summary

Select input
sources

Extract sources
structure and 
dependencies

Summarizing a complex codebase

21 3



Codebase 
subset

Select input sources1



Select input sources

Language-native
exporting tools

Existing
code analysis tools

Custom 
code parsers

1



Build codebase structure and dependencies2

Codebase 
subset

Code dependency 
graph



Generate code summaries

Iterative prompting

LLM

Code + Prompt

Summary

3

Codebase
subset

Code dependency 
graph



Medical clinic managment 
system

e.g. patient admission, dimissions, medical 
treatments, allergies, etc.

(Written in Caché ObjecScript)

Example Scenario



Setup the LLM inference

CLOUD SDK

1

Setup
authentication

Prompts

LLM
parameters



Extract high-level description
of class functionalities

Extract implementation logic
from methods

Define prompts for summarization2 



Select features

Extract class 
features 

3

CLASS

METHOD 1 METHOD 2 …



Feed the LLM

LLM

Class code,
Method 1,
Method 2,
Method 3,

…

Class description,
Method 1 summary,
Method 2 summary,

….

INPUT

OUTPUT

Iterative prompting

4

CLASS

METHOD 1 METHOD 2 …



Esempio di output

Class
summary

Method
description

(1)

Method
description

(2)

Results5



Challenges6

Code summaries 
validation

Model and 
prompt tuning

Limited context 
window



Challenges6

Code summaries 
validation

Manual validate 
a small sample

Limited context 
window

Process artifacts as 
chunks

Model and 
prompt tuning

Context information 
and LLM costs



What’s next?

Extracted codebase 
knowledge



What’s next?

Q/A assistant 
with codebase knowledge

Extracted codebase 
knowledge



Retrieval
Augmented
Generation



Knowledge
Base

(Vector DB)

Vector
Embeddings

Code
Summaries

Source code

Data ingestion1



Knowledge
Base

(Vector DB)

LLM

AnswerQuestion

1

3

Input

Semantic 
search from KB

2

4

Output

RAG Q/A2

Relevant context 
information

LLM answers 
using the context



RAG Q/A using MySQL HeatWave

Source: blogs.oracle.com



Implementation schemaRAG Q/A using MySQL HeatWave - example

Load documents in 
OCI Object Storage

Select the model
(in-database LLM or OCI GenAI)

Initialize vector store 

Q/A

MySQL> 

CALL sys.ML_MODEL_LOAD("mistral-7b-instruct-v1", NULL);

MySQL> CALL sys.vector_store_load(

"oci://user_bucket@user_namespace/pdf_files/",

'{"formats": ["pdf"],

"table_name": "pdf_store",

"schema_name": "user_documents"}');

MySQL> 

CALL sys.ML_RAG("What is this document about?", 

@output, NULL);

1

2

3

4



Thank You!
Giovanni Rosa, PhD

giovannirosa.com

Summary

AI Engineer @Technology Reply


