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“Generate an image logo for the Italian Oracle 
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What is 
Generative AI



Artificial Intelligence

Machine Learning

Intelligent autonomous 
machines

Pattern recongition
Learn general patterns 

form data



My experience 
has been 
fantastic!

The product is 
ok I guess

Your support 
team is 
useless

POSITIVE NEUTRAL NEGATIVE



Artificial Intelligence

Machine Learning

Deep Learning

GenAI

Intelligent autonomous 
machines

Pattern recongition
Learn general patterns 

form data

Neural Networks
Learn general patterns in 

unstructured data

Generative AI
Learn to understand the data

(es. natural language)
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How does a language model work?

A trained language model can generate…

Source: medium.com 

A trained language model can generate coherent…
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History of LLMs

Eliza
chatbot

1980 2001

2010

Statistical
Language Model

Neural Language
Model

Stanford
CoreNLP

Transformers

BERT & GPT
GPT 3.5

2017

2018 2022

Only gives the 
next word

Handles a 
conversation



How to create a
Large Language Model?
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Pre-training

How to train a «Large» Language Model?

Learn
language structure

and knowledge
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Learn 
how to chat

Pre-training Instruction
Fine-tuning

How to train a «Large» Language Model?

Learn
language structure

and knowledge



How to train a «Large» Language Model?

GPT-4
Est. train size

650 km
Line of library shelves



How to train a «Large» Language Model?

GPT-4
Est. train size

650 km
Line of library shelves Campobasso

Como

It.distance.to
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Generative 
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How to instruct
LLMs



User
Response

LLM

Parameters create

Prompt
(w/ a limited
context window)

How to instruct LLMs ?

Model
knowledge



How does a language model work?

… [generate] [unbelievable] [textual] [sentences]

word != tokens

Source: medium.com 



How does a language model work?

… [generate] [unbelievable] [textual] [sentences]

un            believ            able1 word ≈ 2-3 tokens

Source: medium.com 



OCI Generative AI Playground

Prompt

Parameters



Temperature 
controls randomness and creativity

Source: medium.com 

More randomLess random

1



1 Temperature

Temperature = 1



1 Temperature

Temperature = 0



2

Top P & Top K 
restrict word choice



Prompt
Engineering

By Bing DALL-E 3
More at: www.promptingguide.ai



Example #1:
User review classification



Step 0: System Prompt

SYSTEM

You are an advanced NLP classification model. 

Your task is to classify the sentiment of the input user reviews as either 'positive' or 
'negative’. The reviews are referring to products of an e-commerce platform.

Return as a response *ONLY ONE* of the following strings:
- "Positive", for positive sentiment;
- "Negative", for negative sentiment.

Prompting example #1



Step 1: User Instructions

1

SYSTEM

You are an advanced NLP classification model. 

Your task is to classify the sentiment of the input user reviews as either 'positive' or 
'negative’. The reviews are referring to products of an e-commerce platform.

Return as a response *ONLY ONE* of the following strings:
- "Positive", for positive sentiment;
- "Negative", for negative sentiment.

USER

Il servizio clienti non funziona. Ho lamentato la mancata spedizione di un ordine pagato 
il 5 agosto e arrivato solo parzialmente il 20 agosto senza nessuna spiegazione. Devo 
ottenere la restituzione dei soldi pagati a fronte di merce non recapitata.

Prompting example #1



Step 2: Model Response

2

USER

Il servizio clienti non funziona. Ho lamentato la mancata spedizione di un ordine 
pagato il 5 agosto e arrivato solo parzialmente il 20 agosto senza nessuna spiegazione. 
Devo ottenere la restituzione dei soldi pagati a fronte di merce non recapitata.

ASSISTANT

Negative

Prompting example #1



Example #2:
AI sales assistant



Step 0: System Prompt

SYSTEM

You are an Oracle Sales Expert for AI services.
Your role is to assist developers to pick a service based on their needs.

You are not allowed to cite or refer to competitors (e.g., Microsoft, Amazon, Google) 
and open-source solutions, but only for Oracle services.

Limit your response to a few sentences.

Prompting example #2



Step 1: User Instructions

1

SYSTEM

You are a Google Sales expert of IT services.
Your role is to assist developers to pick a service based on their needs.

You are not allowed to cite or refer to competitors (e.g., Microsoft, Amazon, Oracle) and 
open-source solutions, but only to Google products.

Limit your response concisely to a few sentences.

USER

I want to build an AI assistant based on Generative AI. What do you suggest?

Prompting example #2



Step 2: Model Response

2

USER

I want to build an AI assistant based on Generative AI. What do you suggest?

ASSISTANT

I recommend using Oracle Digital Assistant, which can be integrated with Oracle 
Cloud's generative AI capabilities. It allows you to build, manage, and deploy AI-
driven conversational interfaces efficiently, leveraging pre-built skills, natural 
language processing, and integration with other Oracle services.

Prompting example #2



3

USER

Are there any alternatives from other companies?

ASSISTANT

I can provide information specifically on Oracle services. For building an AI assistant 
based on Generative AI, Oracle's Generative AI service is an excellent choice, 
providing the necessary tools, models, and cloud support.

Prompting example #2

USER

I want to build an AI assistant based on Generative AI. What do you suggest?

ASSISTANT

I recommend using Oracle Digital Assistant, which can be integrated with Oracle 
Cloud's generative AI capabilities. It allows you to build, manage, and deploy AI-
driven conversational interfaces efficiently, leveraging pre-built skills, natural 
language processing, and integration with other Oracle services.



How to write
a good prompt?



Prompting best practices

SYSTEM

You are an advanced NLP classification model. 

# Task
Your task is to classify the sentiment of the input movie reviews as 
either 'positive' or 'negative’.

# Output format
Return as a response *ONLY ONE* of the following strings:
- "Positive", for positive sentiment;
- "Negative", for negative sentiment.

Role

Task 
description

Desired
Output Gives more relevance

1



Provide examples (few-shot)

SYSTEM

You are an advanced NLP classification model. 

# Task
Your task is to classify the sentiment of the input user reviews as 
either 'positive' or 'negative’.

# Output format
Return as a response *ONLY ONE* of the following strings:
- "Positive", for positive sentiment;
- "Negative", for negative sentiment.

# Examples
*Input*: “The shipping is very slow”
*Response*: Negative

*Input*: “The best price for value!”
*Response*: Positive

2

Few-shot
prompting



Specify the logic steps to solve the task

SYSTEM

You will be provided with a pair of articles (delimited with XML tags) 
about the same topic. 
Let’s think step-by-step: First summarize the arguments of each article. 
Then indicate which of them makes a better argument and explain 
why. 

USER

<article> insert first article here </article> 
<article> insert second article here </article>

3

Step-by-step



Updating the 
model knowledge



User Response
Prompt

create
Prompting

params

LLM

Model
knowledge

How to add
new knowledge?



Update
layers

Frozen Layers

Trainable Layers

New knowledge

Specialize the model via 

Fine-Tuning

1



External Database
(Vector DB, Feature store, ecc)

Large Language Model

Q/A
System

User

3 - query

1 - prompt

4 - response

2 - retrievalRetrieval
Augmented
Generation

2



Using LLMs 
in practice



Oracle AI Services



Pay-per-use 
by # Tokens

Estimating costs

Input/output:

1000 tokens

Workload:

10000 requests per month

API cost per month:

~90$ (Command R+ via OCI)

~1 A4 paper 



LLM Hallucinations

Beware of Hallucinations
Source: superannotate.com 

Ambiguous prompt

Anomalies in training data

Outdated model knowledge



Build a simple GenAI application

CLOUD SDK

GUI

Inference

Observability



Thank You!
Giovanni Rosa, PhD

giovannirosa.com

Summary

AI Engineer @Technology Reply
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